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Summary

Protein kinases are an important class of enzymes controlling virtually all cellular signaling pathways. Conse-
quently, selective inhibitors of protein kinases have attracted significant interest as potential new drugs for many
diseases. Computational methods, including molecular docking, have increasingly been used in the inhibitor design
process [1]. We have considered several docking packages in order to strengthen our kinase inhibitor work with
computational capabilities. In our experience, AutoDock offered a reasonable combination of accuracy and speed,
as opposed to methods that specialize either in fast database searches or detailed and computationally intensive
calculations.

However, AutoDock did not perform well in cases where extensive hydrophobic contacts were involved, such
as docking of SB203580 to its target protein kinase p38. Another shortcoming was a hydrogen bonding energy
function, which underestimated the attraction component and, thus, did not allow for sufficiently accurate modeling
of the key hydrogen bonds in the kinase-inhibitor complexes.

We have modified the parameter set used to model hydrogen bonds, which increased the accuracy of AutoDock
and appeared to be generally applicable to many kinase-inhibitor pairs without customization. Binding to largely
hydrophobic sites, such as the active site of p38, was significantly improved by introducing a correction factor
selectively affecting only carbon and hydrogen energy grids, thus, providing an effective, although approximate,
treatment of solvation.

Introduction

Protein kinases represent one of the largest groups
of proteins in the human genome with over 500 ki-
nases identified to date [2—-5]. These enzymes play a
major role in eukaryotic signal transduction, via regu-
lation of the phosphorylation states and, thus, cellular
functions of substrate proteins. The use of ATP as
the common phosphodonor substrate imposes similar
structural requirements on all kinase active sites thus
resulting in conserved ATP binding sites across the en-
tire superfamily. Design of potent and selective kinase
inhibitors has been challenging because the majority
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of inhibitors target the conserved ATP binding pocket
[6, 7].

Recently, our laboratory has circumvented this
problem by engineering a single kinase to contain
an active site pocket not present in any wild-type
protein kinase [8, 9]. The engineered kinase can
be specifically inhibited by molecules designed to
complement the newly introduced active site pocket.
This chemical-genetic approach affords highly spe-
cific kinase-inhibitor pairs and has been successfully
used to study a wide range of protein kinases [10-14].

In connection with our efforts to design highly se-
lective inhibitors of mutant protein kinases, we have
explored computational approaches for predicting the
geometry of kinase-inhibitor complexes, as well as
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evaluating the relative affinity of different compounds.
We report here the optimization of the docking suite
AutoDock for modeling of ADP and four classes of
kinase inhibitors bound to a number of protein kinases
from different subfamilies.

Selection of a docking method

A number of docking algorithms have been made pub-
licly available over the past several years, including
those based on shape matching (DOCK [15, 16]),
simulated annealing (AutoDock [17, 18]), genetic al-
gorithm (GOLD [19, 20]), tabu search [21] and combi-
nations of the above [19]. We were interested in testing
a limited number of known Kinase inhibitor scaffolds,
thus, a fast docking search of a structure database was
not one of the requirements. Such fast searches are
performed by DOCK developed by Kuntz and cowork-
ers [16]. Unfortunately, the speed of such analysis
does not allow high accuracy, which is required for
modeling closely related inhibitors. GOLD, on the
other hand, relies heavily on networks of hydrogen
bonds within the complex, which, effectively, elimi-
nates hydrophobic sites from being evaluated with this
software [20].

Simulated annealing offers modeling of the phys-
ical process of ligand binding guided by an energy
gradient along the path of approach. As implemented
in AutoDock 2.4 [18], this algorithm translates the lig-
and from an arbitrary point in space into the protein
binding site through a series of steps of translation and
rotation. The ligand is treated as a flexible entity, while
the protein target remains rigid. Rigidity of the protein
is clearly a limitation of the method. Since protein
conformation can change upon ligand binding, a crys-
tal structure of enzyme-inhibitor complex, rather than
that of the free protein, is used for docking putative
inhibitors to enzyme mutants.

Scoring is performed through the use of energy
grids that are pre-calculated for the entire area of in-
terest, usually centered on the binding site. Each grid
point stores an energy of interaction of the correspond-
ing atom type with the rest of the protein. Calculation
of grids is performed only once for each protein target,
which eliminates the need to compute interaction en-
ergies at every step of the simulation. Several docking
runs are performed independently of each other with
different initial positions, in order to arrive at the most
statistically significant result. Evaluation of the bind-
ing energy is based on a set of interactions, including

van der Waals dispersion forces, electrostatics and hy-
drogen bonding. We used the scoring function built
into AutoDock 2.4 to study several kinase-inhibitor
complexes and, in most cases, it offered an adequate
description of binding.

Results and discussion

Docking ADP to c-Src

The Src family of protein tyrosine kinases has been
used by our laboratory as a design template [9, 11, 12,
22, 23]. The structures of two Src family members,
c-Src and HCK, with ADP and inhibitors bound have
been solved by X-ray diffraction [24, 25].

The first question we asked was whether the stan-
dard AutoDock package was capable of accurately
reproducing crystallographically determined substrate
and inhibitor conformations. As an initial test, we
simulated binding of ADP to c-Src. Each experiment
consisted of 15 to 20 independent runs with starting
positions randomly selected by the software. Initial
annealing temperature was set at 610 RT, temperature
reduction factor 0.95 per cycle, with a total of 120
cooling cycles and a maximum of 12 000 accepted and
12000 rejected steps. Each cooling cycle started with
the minimum state found during the previous cycle.

AutoDock generated docked structures of the com-
plex wherein ADP occupied a position similar to that
derived from crystallographic data (Figure 1A). The
extent of similarity was quantified using the value of
root-mean square deviation (RMSD) of the docked
structure from the experimental position. The value
of RMSD ranged from 1.5 to 2 A. Most of this error
was due to a shift of the purine ring and displace-
ment of the diphosphate moiety. A hydrogen bond
between the N® amino hydrogen of ADP and a protein
backbone carbonyl oxygen (E339) was not reproduced
(Figure 1A). This particular hydrogen bond is found in
all nucleotide triphosphate-kinase co-crystal structures
[24, 26, 27].

In an effort to correct these inconsistencies, we
introduced several changes to the hydrogen bonding
potential and added a ‘polar hydrogen’ atom type.
The corresponding potential function (1) [28] has been
augmented by coefficients that define a deeper po-
tential energy well and a slightly greater equilibrium
distance between the donor and the acceptor (2.1 A
and 7 kcal/mol vs. the original settings of 1.9 A and
5 kcal/mol for the case of OH as the donor). The new
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Figure 1. (A) ADP docked to c-Src using AutoDock 2.4 with the structure of ADP from the X-ray structure overlaid for reference (2SRC) [58].
The docked molecule is colored yellow, ADP derived from the crystal structure is colored by atom. Some residues were removed for clarity.
(B) ADP docked to c-Src with the additional polar hydrogen atom type introduced into AutoDock. Reference molecule of ADP derived from
the X-ray data is colored by atom type, the docked molecule is shown yellow. Some residues were removed for clarity.
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Figure 2. Dependence of RMSD in docking of ATP to wild type c-Src (2SRC) on potential energy well depth and equilibrium distance in the
hydrogen bonding potential function. Each data point represents a docking run with the specified values of parameters Ry and Eg. Minimum
RMSD for this experiment have been achieved at Ry = 2.1 A and Eq = 7 kcal/mol.

values of well depth and equilibrium distance were
determined by docking of ADP with different values
of both parameters. One of them was varied while
the other kept constant. Subsequently, we selected the
values that provided the smallest RMSD (Figure 2A,
2B).

Eug = X (Ci2/Ri — Cio/R), o))

Wllloere Cio = 12/(10—12) er'? and C19 = 10(12—10)
er.

With the introduction of the additional atom type,
aliphatic and aromatic hydrogen atoms could be
treated explicitly without merging them with carbons.
This change, along with a “stronger” hydrogen bond-
ing potential, allowed for the production of a structure
of the c-Src-ADP complex with an RMSD as low
as 1.3 A (Figure 1B). Both critical hydrogen bonds



(E339-N° of ADP and M341-N! of ADP) have been
accurately reproduced, and position of the purine ring
system matched its crystallographic position.

In order to assess the generality of the hydrogen
bond parameters utilized in docking ADP to c-Src,
we used them for modeling of an ADP conformation
in the binding site of enterococcal kanamycin kinase
APH(3%)-II1a. This kinase is only distantly related to
c-Src sharing 6% sequence identity (14% sequence
homology) in its catalytic domain. These kinases are
sufficiently different to provide a good test of gen-
erality of the modified parameter set. A structure of
APH(3')-IlTa with bound ADP has been solved crys-
tallographically [29] and was used as a reference.
Docking of ADP to APH(3')-Illa was performed in
15 independent runs and resulted in a conformation
of the nucleotide diphosphate that matched that of
the crystallographically determined structure excep-
tionally well (RMSD 1.22 A in the lowest-energy
conformation). The final structure of the complex is
shown in Figure 3B.

We also used the standard AutoDock 2.4 force field
to model the complex of APH(3')-I1a and ADP. Con-
ditions of docking, such as starting position of the
ligand, initial annealing temperature and number of
temperature reduction cycles, were identical to those
set in the experiment with a modified scoring func-
tion. The resulting minimum-energy conformation of
ADP had an RMSD of over 5.3 A relative to the X-
ray structure (Figure 3A). Most of the error originated
from the misplaced adenine ring, which failed to es-
tablish the two required hydrogen bonds. Positions
of the triphosphate moiety and the ribose ring were
reproduced correctly, but overall accuracy was not sat-
isfactory. The most likely cause of such a performance
difference is insufficiently strong hydrogen bonding
attraction, which has been augmented by the modified
version.

Docking of derivatives of PPI to a c-Src mutant

The ability to reproduce the crystallographic orien-
tation of a ligand bound to a protein active site is
only one aspect of inhibitor design. The energetics
of the complex should ideally be scored as well. Un-
fortunately, AutoDock 2.4 does not provide binding
energy of the protein-ligand complex, i.e., total free
energy change upon the complex formation expressed
in kcal/mol. Despite significant effort and some suc-
cess in this area [30, 31], accurate prediction of the
binding energy still remains a daunting challenge.
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Predictions are complicated by a multitude of inter-
actions involved in small molecule-protein complex
formation, as well as by the lack of a reliable and
generally applicable set of scoring functions [32-34].
Molecular mechanics force fields [35-38] have been
developed with limited training sets, and hence cannot
be applied successfully to all protein-ligand interac-
tions. Alternatively, models based on a more firm
theoretical foundation (such as those using quantum
mechanics) are still at an early stage of development,
although these methods are starting to show promise
as a valuable addition to conventionally used MM
methods [39-42]. Unfortunately, such models require
considerable computational resources.

Nonetheless, analysis of our AutoDock 2.4 output
has indicated that useful quantitative information, such
as relative binding affinity, could be extracted from the
total energy of the complex. The latter is calculated
in the process of simulation and is used by AutoDock
to rank the binding orientations. We used the scoring
function modified as described above to dock a panel
of pyrazolopyrimidine 1 (PP1, Figure 4A) inhibitors
to an engineered c-Src kinase. The enzyme active site
was modified by introduction of a single mutation
(T338G) designed to accommodate the naphthyl ring
of the compound 1 (Figure 4A) [23]. The panel of
candidate inhibitors consisted of PP1 derivatives con-
taining differing substituents at the position 3 of the
pyrazolopyrimidine ring (Figure 4A) [9, 11].

The simulation produced structures of the protein-
inhibitor complex with all candidate inhibitors located
in the ATP binding site with the R-group in the pocket
created by the T338G mutation. This result was ex-
pected from analysis of the X-ray co-crystal structure
of the close c-Src relative, lymphocyte-specific ki-
nase Ick, and PP1 (PDB ID: 1QPE) [43]. Clearly, the
mutation alone is unable to create space sufficient to
accommodate ligands with larger R groups, such as
compounds 3, 4, or 9 (Figure 4A). However, accord-
ing to the crystal structure of the Lck-PP1 complex,
removal of T338 opens approach to a large, but oth-
erwise inaccessible, pocket between the two lobes of
the catalytic domain. This mutation allows positioning
of the bulky R groups in the pocket while maintain-
ing the key hydrogen bonds with backbone residues
of the kinase. The binding mode of 1-naphthyl PP1
(compound 1, Figure 4A) with respect to the position
of PP1 is shown in Figure 5 and agrees well with the
predicted binding orientation [23]. Earlier modeling of
some of the complexes using the standard AutoDock
gave very similar results for PP1 and 1-naphthyl PP1
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Figure 3. (A) ADP docked to APH(3°)-Illa using standard AutoDock. Two lowest-energy resulting positions are colored red and yellow.
Reference structure of ADP as determined by X-ray crystallography is shown in Figure 3B. (B) ADP docked to APH(3/)-IIla with the set of
parameters identical to that used for modeling of c-Src-ADP complex. Docked ADP is shown yellow, and the reference structure of ADP from
the X-ray structure [29] is colored by atom type.
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Figure 4. (A) The family of pyrazolopyrimidine 1 (PP1) inhibitors used in the docking studies. (B) Chemical structures of SB203580 and

batimastat.

(compound 1, Figure 4A), compared to the modified
version. However, in the cases of bulky aromatic sub-
stituents (compounds 3, 4, 5 and 9, Figure 4A) the
ligands did not retain one of the key hydrogen bonds
with the protein backbone, which were correctly re-
produced when using the updated hydrogen bonding
function.

Correlation between total binding energies calcu-
lated by AutoDock and experimentally determined
ICsp values is shown in Figure 6. The subset of six
compounds (1 through 6, Figure 4A) was used as
a training set to derive a relationship between ex-
perimental values of ICs5p and total energy values
provided by AutoDock. This linear dependency was

used to make predictions of inhibition in the remain-
ing cases, producing remarkably good correlation with
experimental values of ICsg. The corresponding corre-
lation coefficient for the complete set of compounds is
0.8766.

Significant correlation between calculated binding
energies and measured ICsp allows for discrimina-
tion between candidate compounds whose measured
affinity differs by one or two orders of magnitude
This approach may not be sufficiently sensitive for
a comparison between compounds with more similar
affinities, however, it may prove useful at early stages
of screening to identify and discard weak binders.
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Figure 5. 1-Naphthyl PP1 (shown in yellow) docked to T338G c-Src mutant and superimposed with a docked structure of PP1 (colored blue).

Some residues are removed for clarity.
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Figure 6. Relationship between binding energy in the pro-
tein-ligand complex as given by AutoDock and experimentally
determined extent of inhibition (pICsg). The 95% confidence inter-
val is shown as dotted lines. Compound numbers are given at each
data point.

Prediction of binding energies as described above
can only be made within a series of compounds that
belong to the same structural class. Ligands with
widely differing surface areas or number of hydrogen

bonding contacts will yield very different total binding
energies, while their actual binding affinities may be
quite similar. Such discrepancies are likely to arise due
to unbalanced treatment of the interactions involved in
protein-inhibitor complex formation.

Approximation of solvation in complexes of p38 MAP
kinase

A wide variety of heterocycle scaffolds have been
identified as kinase inhibitors [8]. Thus, any useful
docking algorithm must be sufficiently versatile to
allow accurate treatment of a range of small mole-
cule inhibitors. As a test of our modified version of
AutoDock, we turned to the p38 MAP kinase. Mito-
gen activated protein kinase p38 is an important link
in the transfer of extracellular signals to the nucleus
and has been implicated in cytokine and stress re-
sponses, as well as antiapoptotic activity [5, 44, 45].
As opposed to c-Src, a protein tyrosine kinase that
features a closed and well defined ATP binding site,
p38 is a serine/threonine protein kinase, which has an
open binding cleft with relatively few potential van der
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Figure 7. Structure of SB203580 derived from the crystallographic data (colored by atom type) and conformations resulting from docking
using standard AutoDock 2.4 with no treatment of solvation effects (colored red and yellow).

Waals or hydrogen bonding contacts (1IAN in PDB)
[46]. In the crystal structure of the complex of p38
and p38-specific inhibitor SB203580 (Figures 4B and
7), only one hydrogen bond is present — between the
backbone amide of M109 and the pyridine moiety of
the inhibitor. The lack of strong van der Waals interac-
tions and hydrogen bonding in this complex severely
limited utility of AutoDock 2.4. Multiple docking
runs with different run options (grid spacing, starting
position of the inhibitor, use of the additional polar hy-
drogen atom type, etc.) resulted in orientations of the
ligand completely different from that experimentally
observed (Figure 7). Visual inspection of the structure
of the complex suggested that binding of SB203580 to
p38 is directed mostly by hydrophobic contacts made
by the 4-fluorophenyl group of the inhibitor in the
pocket formed by residues 75, 84-86, 104 and 105.
The ligand is oriented by the hydrogen bond with the
amide hydrogen of M109. An adequate treatment of
solvation was, however, beyond the capabilities of

AutoDock. A newer version, AutoDock 3.0 [47], does
contain a desolvation term in its free energy function,
which is calculated only for aliphatic and aromatic
carbons regardless of their environment. Such gener-
alized treatment, unfortunately, does not accurately
treat local differences within the binding site and tends
to only increase affinity between the components of
the complex, rather than discriminate between subsites
(data not shown).

The problem of modeling hydrophobic interac-
tions/solvation effects appears to be very general, as
many other protein-ligand systems require explicit
treatment of these effects in order to produce mean-
ingful results [30, 48, 49]. Several approaches to
this problem have been suggested to date, one of
them being a solvent-accessible surface area (SASA)
model proposed by Eisenberg and McLachlan [50].
The SASA methodology is based on the assumption
that energy of a hydrophobic interaction is directly
proportional to the area of the surface exposed to the
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solvent. Total free energy change upon solvation is
calculated using (2):

AGgly = LAGA|, (2)

where A; is solvent-accessible surface of the atom
and Aogjgs its atomic solvation parameter. The lat-
ter corresponds to the free energy change associated
with exposure of a unit surface area of the atom to
the solvent. Values of atomic solvation parameters
Aoj are calculated from a training set of small mole-
cules whose solvation energy has been determined
experimentally [50]. Coefficients are then fitted to pro-
vide consistency between experimental and calculated
solvation energy.

Another approach to treating hydrophobic inter-
actions involves calculation of the solvent-excluded
volume for each component atom [51-53], and cal-
culation of the hydrophobic effect by summation over
all component atoms without restriction to the surface
residues. The value of AG is calculated as follows
[53]:

AGgoly (1) = SolPar(i) - (Occmax (i) — Occ(i)), (3)

where the AGgy(i) is atomic free energy of solva-
tion, SolPar(i) and Occpax are the atomic solvation
parameter and the maximum occupancy of the atom i,
respectively. The occupancy of the atom is calculated
from the expression

Occ(i) = EVol(j) - exp(—r; /20%), 4)

where Vol(j) is the fragmental volume of neighbor
atom j, rjj is the distance between atoms i and j, and
the exponent is the envelope function [53].

Both of these methods provide adequate treatment
of small molecules, however, analysis of proteins is
complicated by various possible ionization states of
the residues. Correct parameterization of atom types
in proteins is difficult due to significant differences in
electrostatic properties of free amino acids and amino
acid residues of proteins. A number of other, math-
ematically more rigorous, methods are also available
[54-56], however, they require significant computa-
tional resources and still do not provide sufficiently
accurate description of desolvation effects.

Given the shortcomings of the existing methods,
we set out to find a simple and efficient alternative.
In this context, manipulation of the content of scoring
grids appeared to be the most clear and straightfor-
ward way to introduce treatment of solvation effects.
Indeed, as we analyzed scoring grids generated by au-
togrid, we found differences between subsites featur-
ing mostly hydrophobic interactions and those having

a strong electrostatic component. Generally, a more
hydrophobic area is characterized by strong attraction
on the carbon and hydrogen grids and relatively low
values of electrostatic energy. Conversely, more polar
subsites showed considerably higher values of electro-
static interaction energy. At this point, we made the
assumption that stronger electrostatics facilitate sol-
vation of the given subsite, causing a less favorable
energetic outcome when water is displaced by the lig-
and. The opposite would be true for more hydrophobic
subsites. Therefore, we predicted an increase the at-
traction in hydrophobic subsites would compensate for
the lack of an explicit hydrophobic function.

In order to implement a search for potential hy-
drophobic sites, we modified the AutoDock module
responsible for calculating scoring grids (autogrid).
The search is carried out by testing values of electro-
static energy and C and H attraction at the current grid
point. When the condition of high hydrophobicity is
‘true’, the carbon attraction component is increased by
a factor &:

AE] = AE; -3, (5)

where AElI is the original value of interaction energy

at the grid point and AE/I/ is the corrected energy
of interaction for atom i. The correction factor 9§ is
determined by values of AEc and AE. as follows:

1.7if AEc <05UAEg <0.5U—0.5 < AE, < 1.2

= {1’ (©)
where AEc, AEy and AE, are values of interaction
energy in the carbon, hydrogen and electrostatic grids,
respectively. The thresholds have been determined in
a series of simulations, where the finally accepted val-
ues were found to provide the best description of a
hydrophobic site.

The optimal value of § has been determined em-
pirically using p38-SB203580 complex as a model
system. A set of scoring grids with different values
of § was calculated, and SB203580 was subsequently
docked to each of them with the expanded atom type
set (vide supra). Results of each simulation were
evaluated by the RMSD of the docked inhibitor with
respect to the crystallographically determined position
(Figure 8).

Remarkably, all of the values used in the training
set produced better RMSD values than the original
simulation procedure, which indicated that our ap-
proach, despite its simplicity, had introduced changes
sufficient to handle the mostly hydrophobic environ-
ment in the active site of p38. Final simulation with
the optimized 8 (1.7) in 8 runs out of 12 produced
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Figure 8. Relationship between value of 3 coefficient and RMSD of the resulting orientation of SB203580 with reference to the crystallograph-

ically determined position in the active site of p38.

ligand orientations in excellent agreement with the ex-
perimental X-ray structure with RMSD ranging from
0.84 to 1.42 A (Figure 9). All important features of
the complex were correctly reproduced, including the
position of the 4-fluorophenyl group in the hydropho-
bic pocket and the key hydrogen bond between the
backbone amide of M109 and the pyridine group of
SB203580. The only deviation from the crystallo-
graphic position was the overall tilt (~ 10°) of the
ligand in the binding site. This might have been a
result of overestimated attraction between SB203580
and surface residues 35, 38 and 53 due to the absence
of explicit treatment of solvent. Molecules of water
could potentially occupy the space between the ligand
and these residues and, thus, keep the molecule in a
more balanced position. It has to be noted, however,
that the p38-SB203580 crystal structure did not show
water molecules coordinated in this site [46].

Docking to other protein-ligand complexes

Having introduced an adequate hydrophobic correc-
tion in the p38 simulation, we set out to discover
if the modified program would maintain or enhance
performance of AutoDock in other docking examples.
These studies were carried out to test the balance of
hydrophobic and van der Waals forces modeled by

the d parameter. Since manual modification of the 3
parameter for each protein of interest would be unac-
ceptable, the ability of the program to accommodate
other cases is essential to the broad applicability of the
modified algorithm.

In order to fully test the new capabilities of
AutoDock, we selected a complex of human MMP-
12 (macrophage elastase) with a broad-specificity in-
hibitor batimastat (Figure 4B). According to the crys-
tal structure solved at 1.1 A (1JK3 in PDB) [57], the
ligand is positioned in a shallow binding site virtually
on the surface of the protein. It participates in sev-
eral hydrogen bonds with the protein backbone and
makes a hydrophobic contact with its isobutyl group
(Figure 10B). The hydroxamic acid moiety is contact-
ing Zn, which is also coordinated by three histidine
residues (113, 117 and 123).

We modeled Zn by replacing it in the original
protein with a polar hydrogen and assigning it a +2
charge. The standard and modified AutoDock were
run with identical parameters: initial temperature and
RT reduction (at 615 and 0.95, respectively), coordi-
nates of the starting position, number of cooling cycles
(20), number of accepted and rejected steps (12000 in
each case).
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Figure 9. Overlaid structures of SB203580 derived from the crystallographic data (colored by atom type) and docked using the modified
AutoDock with approximation of solvation effects (shown yellow). The root mean-square deviation averages 0.44 A over the 8 best docking

runs.

The standard AutoDock produced a number of lig-
and conformations, where the molecule was placed in
the target pocket. However, none of them correctly re-
produced the experimentally determined position. In
particular, the bidentate coordination of the hydrox-
amic moiety with the Zn was replaced by a single
contact with a carbonyl group of the inhibitor. In an-
other case, only the carbonyl oxygen of hydroxamic
acid contacted Zn. In addition, the overall position of
the ligand reflected absence of a hydrophobic attrac-
tion component, as it either did not bind in the pocket
normally occupied by the isobutyl group or adopted
a conformation different from the crystallographically
determined (Figure 10A). The RMSD value in this
series ranged from 5.1 t0 9.4 A.

The modified version of the suite, in contrast, gen-
erated several lowest energy models with the ligand
placed in the correct position. Although the local de-
viations from the experimentally determined structure
amount to a total RMSD of 2.87 A for the lowest en-

ergy conformation, the overall position and the key in-
teractions are reproduced correctly (Figure 10B). The
hydroxamic acid group is rotated by approximately
30 deg, however it did not change the coordination
with the Zn ion, and neither did it interfere with either
of the histidine residues participating in the complex.
In addition, positions of the aromatic groups were re-
produced correctly, as well as binding of the isobutyl
group.

Thus, the modified version of AutoDock was ca-
pable of correctly modeling the overall position of
the ligand and specific interaction within the complex,
including the key hydrogen bonds and hydrophobic
contacts. Considering that neither the target nor the
ligand are related to the p38-SB203580 system or
protein kinases in general, this result appears to be
a reliable demonstration of a wider applicability of
modified AutoDock than protein kinase complexes.

We also used the modified AutoDock to simu-
late systems more amenable to basic docking, such
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Figure 10. (A) Representative positions of batimastat complexed to MMP-12 as predicted by standard AutoDock 2.4. (B) Complex of human
macrophage elastase (MMP-12) and batimastat (BB94) modeled with modified AutoDock. The crystallographic conformation is colored by
atom, the docked ligand is colored red.
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as protein kinase HCK with quercetin and cyclin-
dependent kinase CDK with its picomolar inhibitor
staurosporine. In these cases, the modified AutoDock
reproduced the experimentally determined orienta-
tions as well or slightly better than the standard version
with RMSD 0.4 and 0.5 A for the above complexes.
This indicates that the new version is capable of han-
dling ‘conventional’ cases as well or better than the
AutoDock 2.4 and, in addition, it can be an essen-
tial tool in modeling more complex docking situations
where simulation of strong hydrogen bonding and
explicit treatment of hydrophobics are required.

Conclusions

Protein kinases are one of the largest families of en-
zymes in nature controlling key aspects of almost
every known cell signaling pathway. Consequently,
they are very popular drug targets, thus, making fast
and accurate methods for evaluating potential kinase
ligands (substrates or inhibitors) especially important.
Computational approaches have been used extensively
in this area as a modeling and predictive tool. Among
these, docking methods have shown much promise in
modeling of enzyme-inhibitor interactions. AutoDock
provided highly accurate modeling of interactions
within kinase-inhibitor complexes in the studied cases.
However, in situations where binding is governed
largely by extensive hydrophobic contacts, additional
elements are required to produce an adequate model.

In order to improve performance, we have modi-
fied the docking suite AutoDock 2.4 to include addi-
tional atom types. In addition, we have introduced an
empirical function for modeling solvation effects. De-
spite its simplicity, the modification is sufficiently ef-
fective to produce correct binding modes of SB203580
in the binding site and to account for the major hy-
drophobic component. The described method is a
rather simplified approximation of the hydrophobic ef-
fect, and a model with a charge-dependent correction
factor may prove to be more accurate. However, para-
meters derived for p38 are applicable to other protein
systems, as confirmed by further tests.
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